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Node Port ID Virtualization (NPIV)

Basics and background on NPIV and System z




zSeries/System z server virtualization SHARE
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» zSeries/System z support of zLinux
* Mainframe expanded to address open system applications
* Linux promoted as alternative to Unix

« Mainframe operating system virtualization benefits
Availability, serviceability, scalability, flexibility

e Initial zSeries limits

 FCP requests are serialized by the operating system
FCP header does not provide image address
FICON SB2 header provides additional addressing

« Channel ports are underutilized
* Resulting cost/performance benefit is not competitive



Management challenge SHARE
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* When sharing an FCP adapter, System z must ensure the
OS images sharing System z resources have the same
level of protection and isolation as if each OS was running
on its own dedicated server.

* For accessing storage devices via a shared host adapter,
this means that the same level of access protection must
be achieved as if each OS was using its own dedicated 10
adapter.

 FCP LUN Access Control (pre System z9)
* NPIV
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FCP channel/device sharing-summary SHARE
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 Different host operating systems sharing access to a single FCP
channel may access the same fibre channel port via this channel.

« While multiple operating systems can concurrently access the same
remote fibre channel port via a single FCP channel, fiore channel
devices (identified by their LUNS) can only be serially re-used.

* In order for two or more unique operating system instances to share
concurrent access to a single fibre channel or SCSI device (LUN),
each of these operating systems must access this device through a
different FCP channel.

« Should two or more unique operating system instances attempt to
share concurrent access to a single fibre channel or SCSI device
(LUN) over the same FCP channel, a LUN sharing conflict will occur,
resulting in errors.



Node Port ID Virtualization (NPIV) SHARE
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» Allows each operating system sharing an FCP channel to be
assigned a unique virtual world wide port name (WWPN).

» Used for both device level access control in a storage controller
(LUN masking) and for switch level access control on a fibre
channel director/switch (zoning).

« A single, physical FCP channel can be assigned to multiple
WWPNSs and appear as multiple channels to the external
storage network.

* The virtualized FC Node Port IDs allow a physical fibre channel
port to appear as multiple, distinct ports.

* 10 transactions are separately identified, managed, transmitted,
and processed just as if each OS image had its own unique
physical N port.



Server Consolidation-NPIV
* N_Port Identifier Virtualization (NPIV)

zLinux on System z9/10/196 in an LPAR
Guest of zZ/VM v 4.4, 5.1 and later

N_Port becomes virtualized
« Supports multiple images behind a single N_Port

N_Port requests more than one FCID
* FLOGI provides first address
« FDISC provides additional addresses

All FCID’s associated with one physical port

Fibre Channel Address

Fabric Discover

Fibre Channel Address

Mainframe world: unique to System z9 and System z10

| Fabric Login I
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SHARE
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Using ELS to assign N_Port IDs SHARE

« FC standard defines a set of services used to establish
communications parameters, each of which is called an
extended link service (ELS).

* An ELS consists of a request sent by an N_Port and a response
returned by a recipient port.

* One ELS, called a fabric login (FLOGI), is sent from an N_Port

to its attached fabric port (F_Port) in the adjacent switch to
request the assignment of an N_Port ID.



Using ELS to assign N_Port IDs: FLOG| suare
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* The FLOGI request is the first frame sent from an N_Port to its
adjacent switch.

* The purpose of the FLOGI ELS is to enable the switch and the N_Port
to exchange initialization parameters
 Includes unique identifiers known as worldwide port names (WWPNS)
 Allows the fabric to assign an N_Port ID to the N_Port.

« The switch responds with the N_Port assigned to the requesting
N_Port.

* Because the N_Port that sends the FLOGI request does not yet have
an N_Port ID, it sets the S_ID in the FLOGI request to zero.

* The switch responds with a FLOGI-accept response that contains the
assigned N_Port ID.

« The “HBA” uses this assigned N_Port ID as the S_ID when sending
subsequent frames.



FLOGI (Cont’'d) SHARE
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« The N_Port ID assigned to a given N_Port may change each
time the N_Port is reinitialized and performs the FLOGI ELS,
but the WWPN of the N_Port does not change.

* This allows the fabric to more effectively manage N_Port ID
assignments.

* Provides for persistent and repeatable recognition of the identity
of an N_Port (WWPN) regardless of the physical fabric port it is
attached to.

N_Ports become associated with a specific OS image

« The WWPN can be used to identify the owning OS and the access
privileges it requires.



Need to request multiple N_Port IDs: g =
FDISC cnane

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

 Fabric Discovery (FDISC) is another ELS

« Original purpose is to verify an existing login with the fabric is
still valid.

* The FDISC was always sent with a non-zero S_ID (the
presumed S_ID of the sender).

* This made it possible to obtain additional N_Port IDs by an
extension of the FDISC ELS.

* An unlimited number of additional N_Port IDs could be obtained



System z N-port ID Virtualization SHARE
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FC-FS 24 bit fabric addressing — Destination ID (D_ID)

Domain Area AL (Port)

Identifies the Switch Number Identifies the Switch Port AL_PA, assigned during LIP,

Up to 239 Switch Numbers Up to 240 ports per domain  Low AL_PA, high Priority

1 byte 1 byte 1 byte

FICON Express2, Express4 and Express 8 adapters now support NPIV

Domain Port @ Virtual Addr.

P n & n & n
< » <€ » <€ >

1 byte 1 byte 1 byte
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Presentation Notes
FICON’s roots are based in Fibre Optic technology and adheres to Fibre Channel standards.
The top graphic in this slide refers to the addressing used in FC technology.
Through the use of FC-SB-2 (Fibre Channel Single-Byte addressing), co-written by Brocade, the Area portion of the addressing string is utilized.  In the near future FICON will make use of the Domain byte enabling FICON cascading.
Support point: 	FICON is an FC-4 type and rides on Top of Standard FC-0, 1, and 2.



A Simplified Schematic
Linux using FCP on a System z10 with NPIV
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Without NPIV..... SHARE
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« Each operating system image that has an FCP port is
identified to the fabric by the permanent WWPN of the
port.

« All OS images then have the same access rights within the
fabric.

* The permanent WWPN of the port determines:
o Zone membership for all images sharing the port.

* Logical Unit Number (LUN) access rights for all images
sharing the port.



With NPIV..... SHARE

* The Service Element (SE) creates new WWPNSs for the FCP port at
FLOGI.

* A unigue WWPN is assigned to each OS image sharing the port.
* The generated NPIV WWPN is registered with the fabric switch.

« This uniquely identifies each image for fabric zoning and LUN
masking.

* Forincreased address space with System z, the low order 7 bits of the
I/O serial field are combined with the 16 bit discriminator field.

* Increases address space to over 8000000 unique WWPNSs for a single
FCP port.

11|0000000101000001110110 {111111111100111100000000 | DOO0000000000100

NAA Company ID /O serial Discriminator

2 bits 22 bits T 24 bits ] 16 bits

Graphic: 1IBM
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« Each FCP subchannel is assigned a WPN by the SE
regardless of whether the LPAR is NPIV enabled.

 If LPAR is not enabled for NP1V, the microcode simply
does not use the NPIV WWPNSs.

« The SE retains (hard drive) the information about the
assigned WWPN.

* This prevents the data from being lost if the system is shut
down or the FCP adapter is replaced.



Example illustration

System z9

LFAR 2 zVM

LPAR 1 eprE——
N-Port ID 1 uestimage
MN-Part ID 2

Device 1 l _-\\ T // ! Device 2

| Shared FCP PCHID |

, Different N_Port IDs
[ ' allow read and write
. access for multiple
SAN Fabric LPARs or VM guests
on a same LUN via a
shared FCP PCHID

HBA

| | |
FCP Storage

Graphic: 1IBM
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In this figure, the two LPARS
share a single physical FCP
port.

Each instance registers with the
fabric’s name server.

The NPIV WWPN is supported
In the FDISC process.

Each LPAR receives a different
N_Port ID to allow multiple
LPARSs or VM guests to read
and write to the same LUN
using the same physical port.

« Without NPIV, writing to the same
LUN over a shared port is not
allowed.
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System z N-port ID Virtualization-summary _E

NPIV on the Systemz SHARE
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One System z server port can have up to 255 NP-IDs
*IBM has told us it wants this expandable to thousands e FCP Driver for System 7

. Same CHPIDs as used for FICON

System z

Domain 7A
VM #
Linu y‘ h
VM / FLOG!
Li | 7A 63 00
AL <€ [CID (24 bit port ID)
FDISC ey
N 7A 63 01 All to the same
G CID+1 i
After the first N_Port FLOGIs, Director Port
up to 255 FDISCs will acquire FDISC === A 6302
the other N_Port_IDs G ECID + 2

Etc. for up to 256 FCIDs per channel path
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FCP channels on the mainframe
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FICON and FCP Mode SHARE
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* A FICON channel in Fibre Channel Protocol mode (CHPID type FCP)
can access FCP devices through a single Fibre Channel switch or
multiple switches to a SCSI device

* The FCP support enables z/VM, z/VSE, and Linux on System z to
access industry-standard SCSI devices. For disk applications, these
FCP storage devices use Fixed Block (512-byte) sectors instead of
Extended Count Key Data (ECKD) format.

* FICON Express8, FICON Express4, FICON Express2, and FICON
Express channels in FCP mode provide full fabric attachment of SCSI
devices to the operating system images, using the Fibre Channel
Protocol, and provide point-to-point attachment of SCSI devices.



FICON and FCP Mode (Continued) SHARE
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* The FCP channel full fabric support enables switches and
directors to be supported between the System z server
and SCSI device, which means many “hops” through a
storage area network (SAN).

* FICON channels in FCP mode use the Queued Direct

Input/Output (QDIO) architecture for communication with
the operating system.


Presenter
Presentation Notes
 FCP channels do not use control devices but instead data devices that represent QDIO queue pairs are defined. These queue pairs consist of a request queue and a response queue. Each queue pair forms a communication path between an operating system and the FCP channel. The enables an operating system to send FCP requests to the FCP channel via the request queue. The FCP channel  then uses the response queue to pass a completion message and unsolicited status messages to the operating system.

Footnote 2: The FCP industry-standard architecture specifies that the Fibre Channel devices (end nodes) in a Fibre Channel network use using World Wide Names (WWNs), Fibre Channel Identifiers (IDs), and Logical Unit Numbers (LUNs) for addressing as noted earlier. These addresses are configured at the operating system level, and passed to the FCP channel together with the corresponding Fibre Channel I/O via a logical QDIO device (queue).




FCP channel and device sharing SHARE
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* An FCP channel can be shared between multiple Linux
operating systems, each running in a logical partition or as a
guest operating system under z/VM.

« To access the FCP channel, each operating system needs its
own QDIO gueue pair defined as a data device on an FCP
channel in the HCD/IOCP.

 These devices are internal software constructs and have no
relation to physical devices outside of the adapter.

* These QDIO devices are also referred to as subchannels.



FCP channel and device sharing SHARE

An FCP channel can be shared between multiple Linux operating systems, each running in a logical partition or as a
guest operating system under z/VM.

To access the FCP channel, each operating system needs its own QDIO queue pair defined as a data device on an
FCP channel in the HCD/IOCP.

These devices are internal software constructs and have no relation to physical devices outside of the adapter.
These QDIO devices are also referred to as subchannels.

* The host operating system uses these subchannels as vehicles
to establish conduits to the FCP environment.

« Each subchannel represents a virtual FCP adapter that can be
assigned to an operating system running either natively in an
LPAR or as a guest OS under z/VM.



FCP channel and device sharing SHARE
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« Initially, support was for up to 240 z/Architecture defined
subchannels.

« Currently each FCP channel can support up to 480
subchannels/QDIO queue pairs.

 Each FCP channel can be shared among 480 operating system
Instances, with the caveat of a maximum of 252 guests per
LPAR).

« Host operating systems sharing access to an FCP channel can
establish a total of up to 2048 concurrent connections to up to 512
different remote fibre channel ports associated with fibre channel
controllers.

» Total number of concurrent connections to end devices, identified
by logical unit numbers (LUNS) must not exceed 4096.

 WAT keeps track of it all
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NPIV PLANNING AND
IMPLEMENTATION

Best practices and good ideas



General planning considerations SHARE

* Do not use more than 32 subchannels per physical
channel in NPIV mode.

* Do not use more than 128 total target logins per physical
channel in NPIV mode.

« Example: in a configuration with 32 subchannels limit the
target logins to no more than an average of 4.

* Using more subchannels, target logins, or both can cause
timeout errors.
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Using NPIV in the Real World SHARE
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IBM’s guidelines recommend that a customer deploy no more than 32 virtual

nodes per port-pair link because of potential timeout issues
* This is based on numbers that came with the 2005 2Gb environment

There is a desire to move beyond 32 NPIV definitions per port, but the limiting
factor is not the per port limit, but the fabric limit:
* Brocade fabrics support a maximum of 6,000 nodes per fabric for FOS fabrics and 2,048
for E/OS interop mode 2 fabrics
» Also, the per switch limit is between 1,024 and 2,048 Nodes. This would limit the number
of channels attached to a DCX using 32 NP1V IDs to 32 or 64 (actually something less
than that because the other ports need at least one login).
Consequently, the 32 virtual links per physical link limitation is due to fabric and
switch support limitations, which is a function of both memory resources and

processing — which will get better over time

The bigger problem is the name server size explosion, which is something that we
will have to address before NPIV can be fully exploited to its maximum potential.


Presenter
Presentation Notes
As a bit of background, the System z channel expects a response within 500ms after the FLOGI has been issued. If the response is not seen, the channel will abort the first request and retry with a new request. It will repeat this abort/retry three times and then drop light to indicate the link is not accessible.
 
On an NPIV enabled channel, the FLOGI operation represents the physical link attachment into the fabric.
 
The subsequent FDISC operations are executed to obtain the “login” for each NPIV virtual image behind the physical port.  The channel code again limits the response time, but this time it understands that the physical port is already in the fabric, so it will not do anything that would cause link initialization to be restarted (i.e. it doesn’t drop light or drive OLS). Instead, it honors the ED_TOV value that the fabric supplies and will wait that amount of time before issuing the retry.
 
Based on this behavior, almost any Fibre Channel Director should be able to handle 32 or more NPIV definitions per port.


General planning considerations (2) SHARE
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« Zone each NPIV WWPN individually.

* Reduces fabric traffic since all participants in a zone would
be notified when another N_Port joins/leaves the fabric.
« Consider using multipathing.
* For details, please refer to the Redbook Linux on zSeries:
Fibre Channel Protocol Implementation Guide (SG24-6344).

* Enable NPIV on the SAN switch/director prior to enabling it
on the mainframe.
 |If NPIV is not enabled on the switching device first, the

attempt to establish a connection to the fabric will fail for all
subchannels that are operated in NPIV mode.



General planning considerations (3) SHARE
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« Switching devices typically limit the number of supported
N_Port IDs.

« Because each NPIV WWPN is assigned an N_Port ID at
login, this limit can be exceeded.

« Some switching devices also will limit the number of
N_Port IDs that can be assigned to a physical port.
* This limit varies by vendor/model

* This limit also may be configurable on some switching
devices.



General planning considerations (4) SHARE

« Each login from an NP1V mode subchannel into a storage
subsystem counts as a separate host login.

« Consult with your storage vendor for the specific limits in
your configuration.

« Example:
* IBM ESS model 800 supports up to 16 Host Bus Adapters
(HBAS).
Each HBA supports up to 124 host logins
ESS 800 itself supports up to 512 host logins



Configuration section SHARE
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« Section has many screen shots/captures
« 20 slides, but they will go by fairly quickly

« Some of the graphics used are from IBM software,
Brocade management software, and/or illustrations from
some of the references cited at the end of the
presentation.



Configuration of NPIV

System z9 109 (2094)
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Graphic: 1IBM
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Next several slides will walk
through configuration steps.

Configure:

* NPIV on the switching device

* NPIV on the mainframe

* Fabric Security

* Linux server-not covered in this

presentation.

For more specific details, please
see references listed at end.
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« Example of a specific switch, check your model’s
documentation for detalls on your switches.
* First, enable NPIV on the switch.
* Add the NP1V feature key (if required)
« Activate the NPIV feature
« Configure NPIV on a specific switch port



Adding NPIV feature to switch
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 Start the switch’s management
application and log onto switch.

* In this example, select the
Configure drop down menu, and go
to Features.

» In the Features configuration menu,
click New and enter the feature key
provided by the manufacturer.
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Select the Configure dropdown,
then Operating Parameters, then
Switch Parameters to open the
Configure Switch Parameters menu.

Select the NPIV option
Click Activate
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Configuring NPIV on the mainframe SHARE
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« Example we use is a System z9

« Configure NPIV on the switch first

 If NPIV is enabled on our System z9 but not on the switch,
the FCP CHPID reverts to non-NPIV mode on Fabric Login.

* A CHPID off/on will then be required to enable NPIV once the
switch has NPIV configured/enabled. (Disruptive)

* To enable NP1V, we will
* Enable the NPIV feature on the mainframe
e Find the NPIV WWPNSs for the FCP CHPID
* Find the permanent WWPN for the FCP CHPID
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Enabling the NPIV feature on our z9 SHARE
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 Can be enabled from the CHPID

CHPID Operations operations menu in the SE
wawe  goev ° From the HMC, select the Single
= Messages e | Mode . .
OuoE Object to navigate to the SE:
SCZP101 Channels Work Avea P  Select your CPC, right click, and select
» Messoges the Channels option.
By
%‘ 9@_@. %_ %. EEE_ e B oo « Scroll over to the CHPID Operations
0301 Online 0310 Online 0311 Online 0320 Online 0321 Online = 0330 Online .
Operating ~ Operating  Operating = Operating ~ Operating ~ Operating T task on the right.
B B B ® o - The NPIV feature can be
O Operiog  Operiog Opring [JRIR Oeri . selectively enabled for individual

.- # W) otk LPARS.

0351 Online 0352 Online 0353 Online 0360 Online

Operating  Not operational ik - Not operational ink ~ Operating * From the CHPID Operations
2 B * B mendu......
0361 Online 0362 Online - 0363 Online 0370 Online 0371 Online |

Graphic: IBM
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Enabling the NPIV feature on our z9 (2) SHARE
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CHFD Qi -+ Set the FCP CHPID to standby

2 e B « Double click Configure On/Off
Opeci » Select the appropriate LPARs and

SCZP101 Channels Work Area System

B, B G G G G “:;:: click Toggle to change the Desired

0301 Online 0310 Online 0311 Online 0320 Online 0321 Online - 0330 Online =5 owor State Option to Standby-

Operating  Operating ~ Operating ~ Operatng ~ Operatng ~ Operating b‘
Release

% B B B % « Click Apply to commit the changes
u(s)splcr(j:ni:e 02);(; (:ie Og)-Llﬂ(:&ﬂ:e n;;ﬂ {:::: Dg}i(:r?;:e

= N

0351 Cnline 0352 Online 0353 Oniine 0360 Ontine
Operating  Not operational link Not operational link  Operating

B B O N

0361 Online 0362 Online - 0363 Online 0370 Online 0371 Online

<

[ configure Channel Path Onioft

Toggle the CHFIDs to the desired state, then click "Apply".

If there is a "Not allowed" Message for a CHPID select that CHPID, then click "Details._." to get more information.
The operating system will not be notified when CHPIDs are configured off.

The next aperation from the operating system to the CHPID will cause an efror,

If possible, configure the CHPIDs using the operating system facilities, rather than the Support Element (SE)

Select CSS.CHPIDLPAR Mame |Cument State Desired State | Message |

] 0.AMA02 Online Standby

O 1.AMA12 Standby Standby

E 2AMA22 Standby Standby
Details...

_Apply |_Select All || Deselect All || Toggle All On ||_Toggle All Off || Toggle || Cancel || Help |
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CHFID Operations

« Select your PCHID number in the
Channel Work Area

Hardware
=i Messages

——————. Q s « From the CHPID operations menu
B B OB B OB | g on the right, double click FCP NPIV
ey 1 vy v || Gt Mode On/Off to open the NPIV
% B B R 2| mode on/off menu

0331 Online 0340 Online 0341 Online 0342 Online EEERIZURIAY 0350 Online

O%" s Qg Ope d R 1N « Select the NPIV Mode Enabled
' Dol option for each LPAR.

» Click Apply to commit the changes

Operating  Not operational link Not operational link  Operating

0361 Online 0362 Oline 0363 Online 0370 Online 0371 Orline _
| PaEiic]

NPIV Mode On/Off
i e

<

\Partion | CSS | CHPID  NPIV Mode Enabled

: AD2Z2 0] aa
A2 1 aa |
| A22 2 aa 7]

Select All || Deselect Al |

@ Cancel | | Help |




Important note SHARE
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* To enable NPIV, the CHPID must be in standby state for
the LPAR.

 If not, the NPIV Mode On/Off option is disabled to prevent
any mode changes.
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Setting the FCP CHPID online SHARE

SCZP101 Channels Work Area

B B B B B B

0301 Online 0310 Orline 0311 Online 0320 Online 0321 Online - 0330 Online
Operating  Operating ~ Operating ~ Operating ~ Opera Operating

m B B B %

0331 Online 0340 Online 0341 Online 0342 Online [EEREEIRINY 0350 Online
Operating Operating ~ Operating Operating Stopped Operating

% %

0351 Online 0352 Onfine 0353 Online 0360 Online
Operating  Not operational link  Not operational link  Operating

n B % N

0361 Online 0362 Online 0363 Online 0370 Online 0371 Online

-

<

CHPID Operations

Hardware
e

Messages

Operating

System

Messages
s Configure
On/Off
b‘ Release

[Ill| showLED

Lk

el
m’s) Problem
Determination

Technology - Connections - Results

CHPID Operations Menu-
>double click Configure
Channel Path On/Off

Select the appropriate LPAR

Click Toggle to change the
Desired State option to Online

Click Apply to commit the
changes.



Finding the NPIV WWPNs for the FCP £
CHPID SHARE

* Once we have enabled the NPIV mode, we can find the
NPIV WWPNs assigned to an FCP CHPID.

« We need to know these WWPNSs so we can:

» Configure LUN masking
« Configure zoning in the SAN

« We’'ll access the NPIV WWPNs from the CPC
Configuration menu in the SE.



Finding the NPIV WWPNSs for the FCP L. ®
CHPID (2)

CPC Work Area

Input/output
. &l
i Configuration

View
B\ Hardware
Configuration

. View CBU
“# Feature

N ? Cryptographic

Configuration

e

CPC Configuration

Cryptographic
Management

Display NPIV
Configuration

SHARE

Technology - Connections - Results

* Click Display NPIV
Configuration to navigate to
the FCP channel —FCP NPIV
Port Names menu.



Finding the NPIV WWPNSs for the FCP £ ™

CHPID(3)

[%q FCP Channel - FCP NPIV Port Names

The functions below allow you to display or alfer Woridwide Port

Mames assigned (o FCF Channels

Display all NPIV part names | [Display Assigned Port Names.__| |
that are currently assigned
o FCP subchannets

Release all port names that
had previously been
assignad to FCP
subchannels and are now

locked

Release a subsef of the port | Release Subset Of Locked Por Names
names that had previously N ' oy

been assigned to FCP

subchannels and are now

locked
Canced

Help

[Release Al Locked Port Names

Click Display Assigned Port Name
to open the Display Assignhed Port
Names Menu (next slide).

It's a good idea to restrict the
number of WWPNSs displayed by
selecting the Show NPIV=0n
option.



Finding the NPIV WWPNs for the FCP

CHPID(4) SHARE
g&a Display Assigned Port Names J
Partiion CSS ID |CHPID SSID |Device Number WWPN IOCDS NPV Mode |
A2 00 02 as 0o B400 cOS07afcfO00000 A1 On 1o
A2 00 02 as o0 o401 cOS0TEfcfOO000 4 A1 on
AD2 00 02 a8 00 b402 cO5076fcf000008 A1 On
AD2 00 02 a8 00 b403 cO5076ffcf00000c A1 On
AD2 00 02 a8 00 b404 cO5076M/cf000010 A1 On
AD2 00 02 af Q0 b405 cOS0TERc000014 A1 On
A2 00 02 asd 0a b406 cO50T7affcfO0O0018 A On
AD2 00 02 a8 00 b407 cO5076fcf00001c A1 On
Al2 00 02 ad 00 b408 cOS0T7efcfO00020 Al on
A2 00 02 ad 00 409 cO50T&fcfO00024 Al an
A2 00 02 ad 00 b40a cOS5076fcf000028 A On
AD2 00 02 a8 00 b40b cO5076fcf00002c A1 on -

‘Transfer via FI1P: | Cancel | Help || Showall |

« Each device number in an LPAR is assigned a unique NP1V WWPN.
« Click Transfer via FTP to copy a text version of this menu to an FTP server.



Finding the permanent WWPN for the —
FCP CHPID SHARE

* The permanent WWPN is needed for LUN
masking and zoning.

« We will find it by clicking Channel Problem
Determination from the Channel Operations
menu in the SE.



Finding the permanent WWPN for the
FCP CHPID(2)

Channel Operations

!ﬂ Hardware wwl Achranced
Messages Iﬁﬂ F acilities

P

|E3 hetps:/isczhmce . itso_ibm.com:9950 - SCZP101: Select Partition and €SS.CHP.. l;:_]r__n___]- Lt Remﬂg:lpam
. Channe|

| @59 Select Partition and CSS.CHPID

11;5_; ;f'm Select a partition and CSS.CHPID combination, then click "OK" B‘S) f.___:;b]em
Select  Partition | CSS.CHPID | Dictermination
?;Eg = AD2 0.A8
0300 Onlin c A2 1.A8
Opceating o | A22 2.A8

Ok I Cancel
T Zir

|| B+ B <2 G @ Done [ ) —o- = S

Operating Operating Operating Operating

LERSRS LY 0343 Online 0350 Online 035] Online 0352 Ontine
Orperating Operating Operating Cperating = Not operational link

¥ .

» Select the desired LPAR

* Click OK to open the Channel Problem
Determination menu

=]

Technology - Connections - Results



Finding the permanent WWPN for the =

FCP CHPID(3)

553 Channel Problem Determination |

55 .CHPRID 0.A8
<elect the operation to perform.

=l Analyze channel information

L Analyvze subchanne! data
Analyze control unit header
Analyze paths to a device

) Analyze device status

1 Analyze senal ink status
Display message buffer status

O Fabric login status

oK || Cancel

e D 2 Bl | e AR

« Select the Analyze
Channel Information
option

« Click OK to open the
Analyze Channel

Information menu shown
on the next slide



Finding the permanent WWPN for the
HPID(4)

FCP C

Partition ID

MIF image ID
Channel mode
CHPARM
CSS.CHPID
PCHID

Switch number
Switch number valid

State

Status

Image chnl state
Image chnl status
Error code

Ber inbound

Ber outbound

Node type
Mode status
Flag/parm
Type/model
MFG

Plant

Seq. number
Tag

02
2
Spanned

0.A8
0342
00

0

Online
Operating
Online
Operating
00

0

0

Self

Valid
100001A8
002094-S18
IBM

02
00000002991E
EQAS8

| | Rerresn [

Absolute address
Absolute address

CVC CCC threshold
IFCC threshold
Channel link address
Temp error threshold
Suppress

SAP Affinity

Connection rate

Node type
Node status
Flag/parm
Type/model
MFG

Plant

Seq. number
Tag

World wide node name 5203070300C2204E World wide node name
Woﬂd wide port name. 50050?6401A085TC ‘Norld wide port name

00000000
6BAESB00

5

4

00613113

4
0000000000000000
02

FICON X2 at 2Gb

Aftached

Valid

00200431
006064-001

MCD

01

0000000119D3

002D
1000080088A0DCDA
2031080088A0DCDA

i

Record the default WWPN (circled above in the screen shot)

(,._-

/‘__
SHARE

Technology - Connections - Results



Configuring Fabric Security SHARE

Technology - Connections - Results

* The next step in the process is to define the NPIV and
permanent WWPNSs in the SAN fabric zoning and to the
LUN masking on the DASD array.

« This configuration will be specific to the switch and array
vendor/model.

« Consult your vendor/model documentation for details on your
specific requirements and steps.

* Linux on zSeries: Fibre Channel Protocol Implementation
Guide (5G24-6344) is an IBM Redbook that has a great
general discussion on the subject of zoning and LUN
masking.



Configuring Fabric Security-fabric

zoning on the switching device

=

151 ED-6064: Switch Binding - Membership List

Aftached Modes

a| Type | Wiarld Vi Name

0 E_Port  McDATA-1000080058A0BCH
1 F_Port  IBM-50050764010013EC
12 F_Port  [BM-S005078401005C55
i3 F_Port  [BM-S00S07E300CCO589
}1 F_Port  IBM-5005076300C39589
] F_Port  [BM-S005076401001628

| F_Port  [BM-S005078401003C63
13 F_Port  IBM-S005076300CB9589
1 M- 1

J 0 F_Port  [BM-SD0S076401003CE9
412 F_Port  1BM-5005076300C73583
13 F_Port  IBM-S005076300CA0C3C

F_Port  1BM-S005076401003C60
F_Port  IBM-S005076300CF3559

— ] —— ] -
@ | =

11 7 F_Port  [BM-S00S076300C30C25
113 F_Port  |BM-3005076401403C55
[IQ F_Port  1BM-S00S076300C20C3C
]20 E_Port  McDATA-100008005840BCH
j?l F_Port  1BM-SD0S076300C70C25
22 F_Port  [BM-S00S076401403CE3
!FZS F_Port  [BM-5005076300C59589
}'ZB F_Port  [BM-5005076401403C59
12? F_Port  [BM-5D05076401 2064FB
(28 F_Port  [BM-S00507E300C70C54
F_Port  [BM-5005076401403CE0
‘LJ‘I F_Port  1BM-S00S076401206AFC
I F_Port  [BM-5005076401 ADBAFC
35 F_Port  [BM-SD0S07E401 ADBAFE
144 F Port 1BM-300507640MEQBSTC

4

BM-5005076401 A0BAFT
Bi-5003076401 ADBAFE
EM-5005076404400C54

Bi-5005076401 208446
|EM-5005076401 208654
Bi-5005076401 208845
[EM-S005076401 208450
BM-5005076401 G0GASD
EM-5005076401608900
|BM-5005076401 B0GBAD
Bi-5005076401 GOGE3F
BM-500507640120857C
BM-S00507 6401 20883F
Bi-5005076401 608880
EM-S005076401 B0BSTC
EM-5005076300C3168F
EM-5005076300CE1 BBF
BM-5003076300C396FE
BM-5005076300CT96FE
EiM-500507 6401 EQBSTC
IEM-5005076300C1 9589
Bi-3003076300C55389
Bi-3003076300C08553
BiA-50050765401 40857C

E- SR BT 2064

Ermulex-10000000C320007 4

EOrDEEEEEEEEEEEEEEEE R R

>

Ad Detached guus[g

Diapbnv(_)ﬂiu‘ts...‘ .&.dnrdel Cancel | Help

e )

Technology - Connections - Results

Switch binding
membership list

Select Add Detached
Node



Configuring Fabric Security-fabric =
zoning on the switching device(2) SHARE

1 ED-6064 - Add Detached Node 5

g,

() Nickname

® Workl Wide Neme 500707840140857C] |

OK H Cancel | Help ¢

%1 ED-6064: Switch Binding - Membership List

Aftached Nodes

Porik &| Type | Wiarld Wide Name
0 E Port  McDATA-100003005840BCOH
1 F_Port  |BM-50050764010013EC

2 F_Port  IBM-SD0S07E401003CS5

3 F_Port  |1BM-S00S0763000C9580

4 F_Port |IBM-5005078300C39583

2 F_Port  1BM-5005076401001 628

i F_Port  1BM-5005076401003C63

8 F_Port  1BM-5005076300C69269

10 F_Port  IBM-SD0S076401003C59

12 F_Port  1BM-5005076300C793569

13 F_Fort  IBM-S005078300CA0C3C

14 F_Pert  1BM-5005076401003C60

16 F_Port 1BM-5005076300CF9585

17 F_Port  1BM-5005076300C30C25

18 F_Port  1BM-5005078401403C55

19 F_Port  1BM-S00S076300C20C3C

20 E_Fort  McDATA-100008008840BCO1
21 F_Port  1BM-5005076300C70C25

22 F_Fort  1BM-5005076401403C63

23 F_Port  IBM-S00S076300C59589

26

F_Port

27 F_Port
%  FPot
30 F_Port
3 F_Port
34 F_Port
35 F Pot
44 F Port

IBM-5005076401403C59
1BM-5005076401 206 4FE
IBM-5005076300C70034
| -S005076401403CE0
1BM-3005076401 20BAFC
1B -S005076401 A0GAFC
1EM-5005076401 ADBAFE

BM-5005076401E0G5TC

4]

A=

&
°

Switch hembership List

| Wiorid Vide ... &
z T

JBM-5005076401 ADBAFC
IEM-5005076401 ADGAFE
IEM-5003076404400C64
[Emulex-10000000C920007 4
JBI4-5005076401 208445
|EM-5005076401208854
JBI4-5005076401 208845
IEM-5005076401 208450
IEM-5005076401 B0BASD
IEM-5005076401608900
IBI4-5005076401 6068AD
IBM-500507640160883F
IEM-5005076401 20857C
IEM-500507640120883F
IBM-5005076401 608830
IBM-500507640160857C
|BI-5005076300C31 6BF
|BM-5005076300C6158F
IBM-5005076300C396FE
IBM-5005076300C796FE
IEM-5005076401EDBSTC
JBM-5005076300C19589
|BM-5005076300C53589
JBI-5005076300C09569
|BM-5005076401 ADESTC

| »

=
RORNOEEEEEEERE AR EEREEREEEEEE _\§
t+ N

Add Detached WL}

Digplay Options... Activate Cancel Help

Technology - Connections - Results

In the Add Detached Node
menu/screen that opens, add
the WWPN to the named zone.

Click OK

On the Switch Binding
Membership List click Activate
to commit the changes made.
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LUN masking grants a WWPN or group of WWPNSs access
to a specific LUN.

This Is configured on the disk array management tool(s).
Perform this task following configuration of zoning

Wide variety of models, each is somewhat different.
Consult vendor documentation
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* We are now ready to configure the Linux server to use the
NPIV WWPN.

« Each device on the FCP CHPID is assigned a unique
WWPN.

« The WWPN used by a Linux server is determined by the
FCP device of the server.

« 3 steps:



Configuring the Linux Server Step 1 SHARE

« When running under z/VM, the FCP device must be
attached to the virtual machine of the Linux guest.

* To attach dynamically, use the CP Attach command.

0 CHPID A8

Path A8 online to devices B400 B401 B402 B403 B404 B405 B406 BAO7
Path A8 online to devices B408 BA09 BA0A BAOB BAOC BAOD B4OE BAOF
Path A8 online to devices B410 B411 B412 B413 B414 B415 B4l6 B4l7
Path A8 online to devices B413 B419 B41A B41B B41C B41D B41E BALF
Path A8 online to devices BAFC B4FD

Ready; T=0.01/0.01 14:16:27

ATTACH BA401 TO NPIV1

FCP BA01 ATTACHED TO NPIV1 B401

Ready; T=0.01/0.06 14:16:46

ATTACH BA40Z TO NPIVZ

FCP BA02 ATTACHED TO NPIVZ B402

Ready; T=0.01/0.06 14:16:53

0 FCP

FCP  B401 ATTACHED TO NPIV1 B401 CHPID A8

FCP  B40Z ATTACHED TO NPIVZ B402 CHPID A8

Ready; T=0.01/0.01 14:16:57
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« If the NPIV WWPN is unable to successfully login to the fabric, its WWPN is
assigned the value 0x0000000000000000. Check zoning on the switching
device.

« If an “Out of resource in fabric” message is shown, the reason might be that
the NPIV login limit was set too small on the switch port.

FCP BAD1 ATTACHED TO NPIV1 BAD1

zfcp: adapter 0.0.b401: operational again

Feb 22 14:22:51 npivl kernel: crw_info : CRW reports slct=0, oflw=0, chn=0, rsc=
3, anc=1, erc=4, rsid=12

Feb 22 14:272:51 npivl kernel: zfcp: adapter 0.0.b401: operational again

zfcp: The adapter 0.0.b401 reported the following characteristics:

WWNN 0x5005076400c2991e, WWPN 0xc05076ffcf000004, S ID 0x00613128,

adapter version 0Ox3, LIC version Ox600, FC 1ink speed 2 Gb/s

zfep: Switched fabric fibrechannel network detected at adapter 0.0.b401.

Feb 22 14:22:52 npivl kernel: zfcp: The adapter 0.0.b401 reported the following

characteristics:
Feb 22 14:22:52 npivl kernel: WWNN Ox5005076200c2991e, WWPN Oxc05076ffcfO00004,

5 1D Dx00613128,

Feb 22 14:22:52 npivl kernel: adapter version Ox3, LIC wversion Ox600, FC Tink sp
eed 2 Gb/s

Feb 22 14:22:52 npivl kernel: zfcp: Switched fabric fibrechannel network detecte
d at adapter 0.0.b401.
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Configuring the Linux Server Step 2 SHARE
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« Setup/Add the FCP disk to the Linux server using YaST

YasT @ npivl Press F1 for Help

L ettt + Add New ZFCP Disk
| Add New ZFCP Disk|
|
1

lEnter the
lidentifier of the
ldisk to add. Enter
lthe Channel Number
lof the ZFCP

lcontroller, the Channel Mumber
11
|

lworldwide port 0.0.ba01 i b -
Inumber (WWPM), and
lthe FCP-LUN number.
WWPN
0x5005076300c59589) 1111111 !
FCP-LUN
0x5102000000000000} 1111111 E

o eemmmmmmee + [Back] [Abort] [Next]



Configuring the Linux Server Step 3

 Verify the NPIV WWPN login and operation

Technology - Connections - Results



Summary/questions

NPIV background/introduction

FCP Channels on the mainframe

NPIV Planning

NPIV implementation and configuration

Feel free to contact me:
* sguender@brocade.com

Technology - Connections - Results
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THANK YOU

SHARE

2011
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- FC-FS

* Describes FDISC use to allocate additional N_Port_IDs
Section 12.3.2.41

 NV_Ports are treated like any other port
Exception is they use FDISC instead of FLOGI

- FC-GS-4

e Describes
Permanent Port Name and Get Permanent Port Name command
« Based onthe N_Port ID (G_PPN_ID)
The PPN may be the F_Port Name

* FC-LS

« Documents the responses to NV_Port related ELSs
FDISC, FLOGI and FLOGO
Reference 03-338v1
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More Standards on NPIV SHARE
« FC-DA
* Profiles the process of acquiring additional N_Port_IDs
Clause 4.9
« FC-MI-2

* Profiles how the fabric handles NPIV requests

New Service Parameters are defined in 03-323v1
Name Server Objects in 7.3.2.2 and 7.3.2.3
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